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Aim of this course
This course will provide you will an introduction to the functioning of modern deep 
learning systems

You will learn about the underlying concepts of modern deep learning systems like 
automatic differentiation, neural network architectures, optimization, and efficient 
operations on systems like GPUs

To solidify your understanding, along the way (in your homeworks), you will build 
(from scratch) needle, a deep learning library loosely similar to PyTorch, and 
implement many common architectures in the library
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Figure 4: (Left) Eight ILSVRC-2010 test images and the five labels considered most probable by our model.
The correct label is written under each image, and the probability assigned to the correct label is also shown
with a red bar (if it happens to be in the top 5). (Right) Five ILSVRC-2010 test images in the first column. The
remaining columns show the six training images that produce feature vectors in the last hidden layer with the
smallest Euclidean distance from the feature vector for the test image.

In the left panel of Figure 4 we qualitatively assess what the network has learned by computing its
top-5 predictions on eight test images. Notice that even off-center objects, such as the mite in the
top-left, can be recognized by the net. Most of the top-5 labels appear reasonable. For example,
only other types of cat are considered plausible labels for the leopard. In some cases (grille, cherry)
there is genuine ambiguity about the intended focus of the photograph.

Another way to probe the network’s visual knowledge is to consider the feature activations induced
by an image at the last, 4096-dimensional hidden layer. If two images produce feature activation
vectors with a small Euclidean separation, we can say that the higher levels of the neural network
consider them to be similar. Figure 4 shows five images from the test set and the six images from
the training set that are most similar to each of them according to this measure. Notice that at the
pixel level, the retrieved training images are generally not close in L2 to the query images in the first
column. For example, the retrieved dogs and elephants appear in a variety of poses. We present the
results for many more test images in the supplementary material.

Computing similarity by using Euclidean distance between two 4096-dimensional, real-valued vec-
tors is inefficient, but it could be made efficient by training an auto-encoder to compress these vectors
to short binary codes. This should produce a much better image retrieval method than applying auto-
encoders to the raw pixels [14], which does not make use of image labels and hence has a tendency
to retrieve images with similar patterns of edges, whether or not they are semantically similar.

7 Discussion

Our results show that a large, deep convolutional neural network is capable of achieving record-
breaking results on a highly challenging dataset using purely supervised learning. It is notable
that our network’s performance degrades if a single convolutional layer is removed. For example,
removing any of the middle layers results in a loss of about 2% for the top-1 performance of the
network. So the depth really is important for achieving our results.

To simplify our experiments, we did not use any unsupervised pre-training even though we expect
that it will help, especially if we obtain enough computational power to significantly increase the
size of the network without obtaining a corresponding increase in the amount of labeled data. Thus
far, our results have improved as we have made our network larger and trained it longer but we still
have many orders of magnitude to go in order to match the infero-temporal pathway of the human
visual system. Ultimately we would like to use very large and deep convolutional nets on video
sequences where the temporal structure provides very helpful information that is missing or far less
obvious in static images.
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AlexNet (Krizhevsky 
et al., 2012)

AlphaGo (Silver et al., 
2016)

StyleGAN (Karras 
et al., 2018)
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AlphaFold 2 (Jumper et 
al., 2021)

ChatGPT  
(OpenAI et al., 

2022)

A dog dressed as a university professor 
nervously preparing his first lecture of 
the semester, 10 minutes before the 
start of class.  Oil painting on canvas.

Stable Diffusion 
(Rombach et al., 2022)



…Not (just) for the “big players”

Llama.cpp 
(Gerganov, 2023)
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PyTorch Image Models 
(Wightman, 2021)

https://github.com/huggingface/
pytorch-image-models 

..many community-driven 
libraries/frameworks

https://github.com/ggerganov/
llama.cpp 

https://github.com/huggingface/pytorch-image-models
https://github.com/huggingface/pytorch-image-models
https://github.com/ggerganov/llama.cpp
https://github.com/ggerganov/llama.cpp
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Deep learning 
gains traction at 

NeurIPS

AlexNet Keras 
released

TensorFlow 
released

PyTorch 
released

Controversial (?) claim: the 
single largest driver of 

widespread adoption of deep 
learning has been the creation of 

easy-to-use automatic 
differentiation libraries

(Uh oh?)



Reason #1: To build deep learning systems
Despite the dominance of deep learning libraries and TensorFlow and PyTorch, the 
playing field in this space is remarkably fluid (see e.g., recent emergence of JAX)

You may want to work on developing existing frameworks (virtually all of which are 
open source), or developing your own new frameworks for specific tasks

This class (and some practice) will prepare you to do this
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Reason #2: To use existing systems more effectively
Understanding how the internals of existing deep learning systems work let you 
use them much more efficiently

Want to make your custom non-standard layer run (much) faster in 
TensorFlow/PyTorch? … you’re going to want to understand how these 
operations are executed

Understanding deep learning systems is a “superpower” that will let you 
accomplish your research aims much more efficiently
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Reason #3: Deep learning systems are fun!
Despite their seeming complexity, the core underlying algorithms behind deep 
learning systems (automatic differentiation + gradient-based optimization) are 
extremely simple

Unlike (say) operating systems, you could probably write a “reasonable” deep 
learning library in <2000 lines of (dense) code

The first time you build your automatic differentiation library, and realize you can 
take gradient of a gradient without actually knowing how you would even go 
about deriving that mathematically…
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Researcher
ResNet
Transformer

…

44k lines of code Six months

ML Models

Data Compute

Based on real story



Working on deep learning now
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Researcher
ResNet
Transformer

…

100 lines of code A few hours

ML Models

Data Compute

Based on real story

Deep learning systems



Working on deep learning (continuously evolving)
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Researcher
Bigger 
models

Large high-quality data

More diverse 
Compute

Deep learning systems ?

SDXL Llama2 GPT Bard

LAION wikitext
internet



Elements of deep learning systems
Compose multiple tensor operations to build modern machine learning models

Transform a sequence of operations (automatic differentiation)

Accelerate computation via specialized hardware

Extend more hardware backends, more operators

We will touch on these elements throughout the semester
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Course instructors

Tianqi Chen

Creator of Major 
Learning Systems

Professor

Co-founder

Cook and 
Foodie

https://tqchen.com/ 

https://tqchen.com/


Course instructors

Zico Kolter

Research focus on new algorithms 
and techniques in deep learning

Professor (2012-present)

Industry, past + current

Adversarial robustness 
http://adversarial-ml-tutorial.org 

Implicit layers
http://implicit-layers-tutorial.org 

Early PyTorch adopter… 

https://zicokolter.com/ 
AI + LLM Safety
https://llm-attacks.org 

http://adversarial-ml-tutorial.org/
http://http/implicit-layers-tutorial.org
https://zicokolter.com/
https://llm-attacks.org/


Learning objects of the course
By the end of this course, you will …

… understand the basic functioning of modern deep learning libraries, including 
concepts like automatic differentiation, gradient-based optimization

… be able to implement several standard deep learning architectures (MLPs, 
ConvNets, RNNs, Transformers), truly from scratch

… understand how hardware acceleration (e.g., on GPUs) works under the hood 
for modern deep learning architectures, and be able to develop your own highly 
efficient code
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Tentative schedule of topics
Listing of lecturers from course website:

https://dlsyscourse.org

Broad topics: ML refresher/background, automatic 
differentiation, fully connected networks, optimization, 
NN libraries, convnets, hardware and GPU 
acceleration, sequence models, training large models, 
transformers + attention, generative models

(As suggested by course title) lectures are frequently 
broken down between “algorithm” lectures and 
“implementation” lecturers (or combined into one)
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Prerequisites
In order to take this course, you need to be proficient with:
• Systems programming (e.g., 15-213)
• Linear algebra (e.g., 21-240 or 21-241)
• Other mathematical background: e.g., calculus, probability, basic proofs
• Python and C++ development
• Basic prior experience with ML

If you are unsure about your background, you can talk with the instructors and/or 
take a look at Homework 0 (released later today); you should be familiar with all 
the ideas in this homework in order to take the course
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Components of the course
This course will consist of four main elements

1. Class lectures
2. Programming-based (individual) homeworks
3. (Group) final project
4. Interaction/discussion in course forum

Important to take part in all of these in order to get the full value from the course

Grading breakdown: 55% homework, 35% project, 10% class participation
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Class lectures
Class lectures: 11:00-12:20, TR, Tepper 1403

Lectures will consist of a mix of slide presentations, mathematical notes / 
derivations, and live coding illustration

Lectures will not be recorded, though we have detailed video recordings for (most) 
lectures available from the previous offering of the course, and these continue to 
be availab.e

Slides for lectures will be posted to course web page prior to lecture
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Programming homework assignments
The course will consist of four programming-based homework assignments, plus 
an additional Homework 0 meant as a review / test of your background

Homeworks are done individually, see policies in a subsequent slide

Homeworks are entirely coding-based: throughout the assignments you will 
incrementally develop Needle, a PyTorch-like deep learning library, with: automatic 
differentiation; gradient-based optimization of models; support for standard 
operators like convolutions, recurrent structure, self-attention; and (manually-
written) efficient linear algebra on both CPU and GPU devices

Homeworks will be autograded using a custom system we are developing for this 
course (demo and illustration during the next lecture) 
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Final project
In addition to homeworks, there will also be a final project, done in groups of 2-3 
students (exclusively … not in groups of one or four)

Final project should involve developing a substantial new piece of functionality in 
Needle, or implement some new architecture in the framework (note that you must 
implement it in Needle, you cannot, e.g., use PyTorch or TensorFlow for the final 
project)

Prior to the final project proposal/team formation deadline, we will post a 
collection of possible topics/ideas for the project
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Class forum
The class will host a forum / chat space on Ed

https://edstem.org/us/dashboard

You should receive an invite to the forum

Your class participation grade is rated based upon this forum: in order to receive a 
full credit, you will need to be involved in at leave five discussions (including, e.g. 
discussions on homework) on Ed during the course

Top 5 participants in course discussion will also receive additional extra credit for 
class participation
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Collaboration policy 
All submitted content (code and prose for homeworks and final project) should be 
your own content (or written by the group members, for projects)

However, you may (in fact are encouraged to) discuss the homework with others 
in the class and on the discussion forums
• This creates some room for undue copying, but please obey the reasonable 

person principle: discuss as you see fit, but don’t simply share answers
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Generative AI “ChatGPT” Policy
You may use code from generative AI tools (e.g., ChatGPT or Co-pilot), no need to 
cite or specify it was from these tools

You are ultimately responsible for anything the tools generate, including any flaws 
this code may contain

I would strongly recommend completing HW0 without the tools: it’s meant to be a 
warmup assignment (honestly, these tools will be able to complete it easily), but 
the course will be very challenging later if you can’t complete these yourself

For our own information, we might conduct an (optional) poll on the extent to 
which students find such tools valuable for this course
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Student well-being
CMU and courses like this one are stressful environments

In our experience, most academic integrity violations are the product of these 
environments and decisions made out of desperation

Please don’t let it get to this point (or potentially much worse); contract the 
instructors/Tas ahead of time if you feel that issues are coming up that are 
interfering with your ability to participate fully in the course

Don’t sacrifice quality of life for this course: make time to sleep, eat well, exercise, 
be with friends/family, socialize, etc

29


